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Abstract. We present a freely available Russian language sentiment lex-
icon PolSentiLex designed to detect sentiment in user-generated content
related to social and political issues. The lexicon was generated from a
database of posts and comments of the top 2,000 LiveJournal bloggers
posted during one year (~1.5 million posts and 20 million comments).
Following a topic modeling approach, we extracted 85,898 documents
that were used to retrieve domain-specific terms. This term list was then
merged with several external sources. Together, they formed a lexicon
(16,399 units) marked-up using a crowdsourcing strategy. A sample of
Russian native speakers (n = 105) was asked to assess words’ sentiment
given the context of their use (randomly paired) as well as the prevailing
sentiment of the respective texts. In total, we received 59,208 complete
annotations for both texts and words. Several versions of the marked-
up lexicon were experimented with, and the final version was tested for
quality against the only other freely available Russian language lexicon
and against three machine learning algorithms. All experiments were run
on two different collections. They have shown that, in terms of Fmacro,
lexicon-based approaches outperform machine learning by 11%, and our
lexicon outperforms the alternative one by 11% on the first collection,
and by 7% on the negative scale of the second collection while show-
ing similar quality on the positive scale and being three times smaller.
Our lexicon also outperforms or is similar to the best existing sentiment
analysis results for other types of Russian-language texts.

Keywords: social media · socio-political domain · sentiment analysis
· Russian language · lexicon-based approach

⋆ This work is an output of a research project implemented as part of the Basic
Research Program at the National Research University Higher School of Economics
(HSE University).



2 O. Koltsova et al.

1 Introduction

Tools and resources for sentiment analysis (SA) in the Russian language are often
created with a focus on consumer reviews and remain mostly underdeveloped for
other types of communication taking place on social media. Increasingly crucial
in public life, social media have become valuable for social scientists studying
sentiment in online political discussions or interested in predicting public reac-
tion to events with online data. However, such studies face a lack of SA resources,
as they are usually language- and domain-specific, or demand expertise in ma-
chine learning and feature engineering from their users. Additionally, for the
Russian language, the ever obtained quality in various SA tasks is modest even
when the most advanced machine learning methods are applied. Our work seeks
to overcome these obstacles.

In this article, we make the following contributions:

– We propose PolSentiLex, a freely available (https://linis-crowd.org/) and
easy to use lexicon for sentiment analysis of social media texts on social and
political issues in the Russian language;

– We employ several heuristics, including topic modeling, that allow obtaining
the maximum number of domain-specific sentiment words;

– The proposed lexicon—PolSentiLex—outperforms the only other freely avail-
able Russian-language lexicon that was released after the start of our project
as a general-purpose lexicon;

– We demonstrate that, for our case, lexicon-based approaches significantly
outperform machine learning, especially on the collection that was not used
for lexicon generation.

The paper is organized as follows. The next section presents a review of
the literature on sentiment analysis in the Russian language, social media, and
socio-political domain. In sections 3 and 4, we describe the process of PolSentiLex
development and the procedure of its quality assessment, respectively. Section
5 contains the results. We conclude with suggestions for sentiment analysis of
socio-political messages from Russian language social media in section 6.

2 Related Work

Lay texts of the socio-political domain present larger difficulties for sentiment
classification than consumer product reviews, which is explained by a more sub-
tle expression of sentiment in the former, including the presence of sarcasm and
ironies [33]. Usually, socio-political issues are described with larger vocabular-
ies than consumer reviews, and contain a complex mixture of factual reporting
and subjective opinions [19]. Moreover, as pointed out by Eisenstein [11], the
language on social media where such texts are created significantly differs from
the “norm,” containing more non-standard spelling and punctuation, vocabu-
lary, and syntax. Additionally, language use varies both within and across social
media platforms. Following in line with Androutsopoulos [1] and Darling et al.

https://linis-crowd.org/
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[10] Eisenstein argues that, for instance, Twitter language varies a lot in “the
degree of standardness.” Such domain- and medium-specific features have to be
accounted for when applying both lexicon or machine learning (ML) approaches
to SA [26,23].

2.1 Sentiment Analysis in the Russian langauge

The state of sentiment analysis (SA) in the Russian language is reviewed in [30],
and the review of existing Russian-language lexicons is available in Kotelnikov
et al [17]. The latter work tests the performance of 10 versions of 8 lexicons
on the task of consumer reviews using SVM algorithm. It is indicative that
not only the task is related to consumer reviews, but also 6 out of 8 lexicons,
including the authors’ lexicon, were created specifically for review classification
[7,2,24,5,32,16]. The two that were not, are RuSentiLex [8] and the early version
of PolSentiLex described in the paper by the title of the website where it was
published (Linis-Crowd). All lexicons lose the race to the full dictionary of the
corpus, the second place being taken by the united lexicon, and the third by
ProductSentiRus [7].

Similar focus on reviews can be seen in sentiment analysis tracks hosted
by Russian Information Retrieval Seminar (ROMIP) in 2012–2016. Apart from
consumer reviews, these tracks have also included tasks on social media texts
(blogs and Twitter) and news items [6,9,20,22]. However, except for the latter,
during all events, participants have been offered to detect sentiment in opinions
about services, products, and organizations. As expected, most winners follow
machine learning approaches, with SVM on average being the most accurate
algorithm. Nonetheless, most of those solutions rely on manually created dictio-
naries of sentiment-bearing words or features engineered based on such resources.
Lexicon-based approaches, on the other hand, show worst and rarely comparable
results with only one exception (see below).

ROMIP participants and organizers note that the performance of solutions
is highly dependent on the number of sentiment classes, data sources, and task
domains. Blogs and tweets as well as texts from the socio-political domain in gen-
eral are considered the most difficult. While general social media texts, compared
to consumer reviews, are reported to be more diverse in sentiment expression,
less structured and less grammaticaly sound, the difficulty of socio-political texts
is attributed to the greater variety of subtopics, compared to other domains. In-
terestingly, the only occasion where a lexicon-based approach outperformed ma-
chine learning was during the task of detecting sentiment in news items [18]. The
winner solution used an extensive dictionary of opinion words and expressions
obtained manually as well as with text mining techniques. The system estimated
sentiment following several rules regarding sentiment intensifiers, negation, and
following opinion words. Although significantly better than the baseline, this
solution showed Fmacro = 0.62. All this points at the need for the development
of SA resources for Russian-language general interest social media texts and for
socio-political texts, including professional news and lay messages.
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This lack of generalist SA resources for the Russian language was addressed
by Loukachevitch and Levchik [21] to create a general sentiment lexicon named
RuSentiLex. It is the successor of the very first publicly available Russian senti-
ment lexicon, which had no polarity scores and was developed by the same re-
searchers [8]. RuSentiLex was constructed in a semi-automatic way from several
sources: (1) words from domain-specific lexicons matched with Russian language
thesaurus; (2) words and phrases extracted following special rules from a large
corpus of news articles; (3) slang and curse words extracted from Twitter with
a supervised model of sentiment word extraction. The lexicon consists of 16,057
n-grams, with 63.7% of them being negative, 23.6% – positive, 10.9% – neutral,
and with 1.8% having context-depended sentiment polarity.

To the best of our knowledge, the only work that tested the quality of RuSen-
tiLex is the one by Kotelnikov et al. [17]; who, as it was noted, focused on con-
sumer reviews. Also, some ROMIP participants successfully used RuSenitLex
for feature engineering which allowed them to beat either the baseline or some
other competitors [21]. As RuSentiLex is, to the best of our knowledge, the only
freely available Russian-language lexicon not aimed at review classification, in
this work we use it as our baseline. We test both RuSentiLex and PolSentiLex
using a rule-based algorithm designed for them and further compare them to
several algorithms of machine learning on two different datasets.

3 PolSentiLex

In this section, we briefly review the process of PolSentiLex construction. It
closely follows the procedure adopted for the early version of our lexicon [14]
that had produced only a very modest quality; all differences of this version are
accounted for further below.

3.1 LiveJournal collection of social and political posts

Given our primary goal to develop a lexicon for SA of messages from politicized
social media, we began with extracting domain-specific words. We constructed
two text collections that contain posts and comments from top 2,000 accounts
in the Russian language section of LiveJournal for the period of one year (March
2013–March 2014). At the time of data collection, LiveJournal was still an active
and a highly politicized blog platform in Russia. However, our previous research
based on this data indicates that only about one-third of these documents can
be classified as political or social, which posed a problem of retrieving relevant
texts out of approximately 1.5 million posts and 0.9 million comments.

To solve this problem, we performed Latent Dirichlet Allocation (LDA) topic
modeling with Gibbs sampling [12] on the collections of posts and comments sep-
arately. The early version of our lexicon [14] used only posts as presumably more
informative in terms of topic and sentiment vocabulary. In this work we intro-
duce the merged lexicon which also uses the collection of comments that were
added due to the obviously insufficient quality of the first version. To overcome
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poor performance of topic modeling on short texts, all comments related to the
same post were merged. Based on experiments performed with similar data and
described in [4,25], we modeled both collections with 300 topics.

Next, each topic was manually labelled by three annotators from our team
based on reading of a maximum of 200 top terms and 100 top texts (ranked by
their probability in a topic). They identified 104 and 88 topics from social or
political domains in each of the two collections of posts and comments, respec-
tively. Additionally, nine and 20 topics composed mostly from general emotional
words were identified in the collections of posts and comments, respectively. We
considered a topic to be relevant to our chosen domains if at least two annotators
agreed on that.

Finally, from each of the relevant topics we retrieved the most relevant texts
based on the values from the topic-document matrix Φ. For post collection, the
threshold of relevance was set to (>0.1) which produced a subsample of 70,710
blog posts, and for the comment collection it had to be set lower (>0.001), which
yielded a smaller subsample of 15,188 merged comment texts.

3.2 Selection of potentially sentiment-bearing words

We created the core of our proto-lexicon using the list of the top 200 words
from all social and political topics. Then, we extended our list of potentially
sentiment-bearing terms with the words from several external sources described
in detail in [14].

Next, we intersected the listed sources and retrieved only the terms that
occurred in at least two of them. The dictionary that resulted from the work with
post collection contained 9,539 units, and the one resulting from the comment
collection consisted of 6,860 units.

3.3 Data mark up

One of our main ideas in the lexicon construction was that words, even those
retrieved from general dictionaries, might have specific sentiment polarity or
strength when occurring in social or political texts. Therefore, we chose to mark
up the selected words providing the annotators with the context in which the
words occurred; simultaneously, it allowed us to combine word mark up with
text mark up.

As both negative and positive sentiment in texts can produce a social effect so
far as it is perceived as such by society members, polarity scores for our lexicon
and document collections were obtained from lay native speakers. Therefore, our
assessors were not supposed to imitate experts; instead, we defined their con-
tribution similar to that of respondents in an opinion poll: no “wrong” answers
were possible. In total, 87 people took part in the assessment of posts, and 18
individuals from our team participated in the mark up of comments. Volunteers
for post annotation were recruited via social media. All of them participated in
instruction sessions and training annotation, where all of them were offered the
same texts, after which some coders were discarded.
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A special website (https://linis-crowd.org/) was designed for the mark-up
which asked participants to assess words’ sentiment as expressed in the texts
where they occurred, as well as the prevailing sentiment of texts themselves,
with a five-point scale, from −2 (strongly negative) to +2 (strongly positive).
For each word, the system randomly selected three different texts relevant to
politics or public affairs. Since some texts were not unique for each word, the
texts, too, received multiple scores.

Each word was coded three times but not necessary in three different texts;
some words from our proto-dictionary did not occur in our collections and were
excluded. Also, since a word-text pair was randomly selected, several pairs were
coded more than three times. As a result, at our first stage we received 32,437
annotation points both for posts and words: 7,546 unique words were annotated
three times each, and 19,831 unique posts received one or more marks. At our
second stage we repeated the entire procedure on the comment collection and ob-
tained 26,851 annotation points for both merged comment texts and words, with
6,860 unique words receiving three marks each and with 15,188 unique comment
texts received at least one mark. Intercoder agreement calculated among three
random grades for each of the words is 0.553 in terms of Krippendorf’s alpha.
In the resulting lexicon, all grades of each word were averaged and rounded.

3.4 The Three Versions of PolSentiLex

In the course of all the experiments we tested three versions of our lexicon. The
first version (further, post version) included 2,793 non-neutral words derived
from the collection of social and political blog posts. The rest of 7,546 annotated
words were found to carry no sentiment. This lexicon produced the quality of 0.44
in terms of Fmacro, reported in [14] which is why further experiments were carried
out. The next version (further, comment version) included 2,664 non-neutral
words derived from the collection of merged comment texts. The experiments
with it (not reported) produced no increase in quality. Eventually, we combined
both lexicons into the final version (further, combined version); since some words
occurred in both the post and the comment versions, their scores were averaged.

Table 1 shows the distributions of scores over words in the three versions
of PolSentiLex. Obviously, although negatively assessed words prevail, positive
words are also present. At the same time, very few highly emotional words are
observed.

4 PolSentiLex quality assessment

In this section, we describe experiments in which we evaluate the quality of
PolSentiLex against RuSentiLex [21]. These two lexicons are used as feature sets
in three machine learning algorithms and in a dictionary-based technique, and
tested on two datasets.

https://linis-crowd.org/
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Table 1. Distribution of mean scores over words in the post, comment and combined
versions of PolSentiLex

Mean score (rounded) N words Share of words, %
Post lexicon

−2 225 3
−1 1,666 22
0 4,753 63.4
1 853 11
2 49 0.6
In total 7,546 100
Not neutral (in total) 2,793 37

Comment lexicon
−2 173 2.5
−1 1,882 27.3
0 4,196 61
1 596 9
2 13 0.2
In total 6,860 100
Not neutral (in total) 2,664 39

Combined lexicon
−2 252 2
−1 2,612 24
0 6,738 63.8
1 1,031 10
2 29 0.2
In total 10,662 100
Not neutral (in total) 3,924 37
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4.1 Datasets

Both corpora used for quality assessment of our lexicon are comprised of socio-
political texts from social media: one is a subsample of posts used to create our
lexicon (see sections 3.1 and 3.3, further LiveJournal posts) and the other is an
independent corpus (further Ethnicity collection).

The Ethnicity collection was sampled from all possible Russian social media
and blogs for the period from January 2014 to December 2015 that contained
texts with an ethnonym. Ethnonyms—linguistic constructions used to nominate
ethnic groups—were derived from a predefined list of 4,063 words and bigrams
covering 115 ethnic groups living in Russia. Based on this list, the sample was
provided by a commercial company that collects the Russian language social
media content. This collection was chosen for this project out of all the Russian-
language collections known to us as the most relevant to the task of testing a
socio-political lexicon (discussions of ethnicity are usually not only highly politi-
cized, but also very heated). Furthermore, it was not used in the development
of either PolSentiLex or RuSentiLex. The well-known RuSentiment dataset [29]
that was made available a little later is not focused on political texts.

From our Ethnicity collection, 14,998 messages were selected so as to repre-
sent all ethnic groups and assessed by three independent coders each; of them
12,256 were left after filtering near-duplicates. The coders were asked to an-
swer a number of questions about the texts, including two most important for
this study: (a) how strongly a general negative sentiment is expressed in the
text, if any? (no/weak/strong); (b) how strongly a general positive sentiment
is expressed in the text, if any? (no/weak/strong). In this mark-up, we used
two independent scales for positive and negative sentiment instead of the inte-
gral sentiment scale used for LiveJournal collection (see sections 3.1 and 3.3) as
it corresponded better to the purpose for which Ethnicity collection was con-
structed.

While LJ collection was marked-up in parallel with word mark-up, as ex-
plained in 3.3, with the same set of annotators, marking-up of Ethnicity collec-
tion was a separate task, but it followed a similar procedure, with 27 student
volunteers being specially trained for that. Intercoder agreement, as expressed
with Krippendorf’s alpha is, on LJ collection: 0.541 for a five-class task, on Eth-
nicity collection: 0.547 on the negative scale, and 0.404 on the positive scale, both
being three-class tasks. This level of agreement is quite common in sentiment
analysis [3]. Texts that received fewer than two marks were excluded.

Grades for the Ethnicity collection could vary from −2 to 0 for the negative
scale and from 0 to +2 for the positive scale, and all these categories turned out
to be reasonably populated. However, the LiveJournal collection which had been
marked-up on a unified positive-negative scale, turned out to have very few texts
with the extreme values +2 or −2 (about 6%). Therefore, we collapsed the five-
point (−2, −1, 0, 1, 2) scale into a three-point scale (−1, 0, 1) where −2 = −1
and 2 = 1. As a result, we formed three three-class classification tasks that thus
became easier to compare. Final polarity scores for all texts were calculated as
the mean values of individual human grades.
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Table 2 shows the distribution of scores over texts. Most texts are marked as
neutral or negative, with fewer positive marks. For the LiveJournal collection,
the positive to negative class proportion is 1:5.8, and for the Ethnicity collection
it is 1:3.2. The same unbalanced class structure in political blogs is also pointed
at by Hsueh, Melville, and Sindhwani [13].

Table 2. Distribution of mean scores over text in the LiveJournal posts and Ethnicity
collection

Mean score (rounded) N texts Share of texts, %
LiveJournal posts, integral score

−1 2,104 33
0 3,940 61
1 360 6
In total 6,404 100
Not neutral (in total) 2,464 38

Ethnicity collection
Negative scale

−2 1,126 9
−1 4,181 33.2
0 7,272 57.8
In total 12,579 100
Not neutral (in total) 5,307 42

Positive scale
0 10,882 86.6
1 1,436 11.4
2 261 2
In total 12,579 100
Not neutral (in total) 1,652 13

Before testing, both LiveJournal and Ethnicity collections were preprocessed:
for the ML approach, we cleaned each collection from non-letter symbols and
lemmatized each word with Pymorphy2 [15]; and for the lexicon approach, we
used lemmatized documents with punctuation intact.

We performed multiple comparisons of PolSentiLex and RuSentiLex used as
feature sets in one rule-based approach and in three ML algorithms. Based on
preliminary experiments, we chose the version of our lexicon that performed
better or not worse than the other versions. Predictably, it turned out to be the
combined version (see 3.4) of PolSentiLex that comprised of 3,924 terms. As for
RuSentiLex, we used all not-neutral context-independent unigrams that counted
to 11,756 units in total because unigrams were reported to be the most useful
features for sentiment classification [27].

In total, we performed 24 tests: three tasks (negative and positive sentiment
prediction for the Ethnicity collection and overall polarity prediction for the
LiveJournal collection) were performed with the two lexicons, each of which
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was used with four approaches (thee ML algorithms and one rule-based). The
total number of runs, including all parameter optimization and cross-validation
iterations, was 390.

For the ML approach, we chose the three most popular algorithms for SA,
namely support vector machine (SVM) with linear basis function kernel, Gaus-
sian Naïve Bayes (NB), and k-nearest neighbors (KNN) classifier. For training,
we used a document-term matrix with the presence of a term from a lexicon in
documents. We used a random 75% data sample for training and validation, and
the rest 25% for testing (held-out data). First, following the grid-search strat-
egy with 2-fold cross-validation, we identified the best parameters for SVM and
KNN on training data. For SVM, we explored hyper-parameter C in the range
[0.0001, 0.001, 0.01, 0.1, 1, 100, 1000, 10000, 100000, 1000000] and identified
that the algorithm performed best with C = 0.0001. For KNN, we varied the
number of neighbors from 1 to 40, and in almost all tests, the best performance
was achieved with k=1. The two exceptions were the Ethnicity collection with
PolSentiLex as a feature set on a positive scale (k=3) and the Ethnicity collec-
tion with PolSentiLex as a feature set on a negative scale (k=4). Then, using
the obtained parameters, we trained each classifier with 10-fold cross-validation.
Finally, to obtain an unbiased evaluation, we applied a classifier with the highest
Fmacro on validation data to holdout datasets. To train classifiers, we used the
Scikit-learn Python library [28].

For lexicon approach, we used SentiStrength rule-based algorithm [31]. We
chose SentiStrength because its implementation is freely available, and it was de-
signed specifically for the social web texts. To classify a document, SentiStrength,
firstly, searches the text for and scores terms from a sentiment dictionary defined
by a user, correcting their scores for the presence of booster and negation words.
It then applies one of several approaches to estimate sentence- and text-level
sentiment on positive and negative scales separately. Based on the preliminary
experiments, we chose the approach that showed the best results where the
sentiment of a sentence equals to the sentiment of its strongest term, and the
sentiment of a text equals the strongest sentence sentiment.

To accurately assess the quality of SentiStrength prediction, we had to trans-
form its text sentiment scores so that they become comparable to the classes from
the human mark-up. Because of booster words, SentiStrength sentiment score
for a text could go beyond +/−2. Therefore, to align the scales of predicted
sentiment scores and the true assessors’ scores for Ethnicity collection (0,+1,+2
& 0, −1,−2), we considered all texts with the SentiStrength score above +2 to
belong to the class “+2” (highly positive), and all texts with the SentiStrength
scores below −2 to belong to class “−2” (highly negative).

As LiveJournal collection texts had been marked up using a single sentiment
scale (from −2 to 2), we applied the following steps to transform two separate
SentiStrength scores into a single score and to compare them to the respective
human scores. (1) We calculated the mean of the two SentiStrength scores (pos-
itive and negative) and thus obtained the integral predicted score for each text,
PS. (2) We calculated the difference between PS and the true score, TS, taken
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as the non-rounded assessors’ sentiment score for the same text. (3) As both TS,
PS and their difference were likely to be non-integer, to determine whether the
true classes were correctly predicted, we used the following logical expressions:
(3a) If |PS−TS| < 0.5, then PS = TS, i.e. the true class is correctly predicted.
(3b) If 0.5 ⩽ |PS − TS| < 1.5 then |PS − TS| = 1, i.e, the classification error is
+/−1 class. (3c) If |PS − TS| ⩾ 1.5 then |PS − TS| = 2, i.e. the classification
error is +/−2 classes.

To evaluate the performance of all our sentiment analysis approaches, we
used standard metrics for classifier performance: the Fmacro measure (reported
in Fig. 1), precision (reported in Fig. 2), recall (reported in Fig. 3) and accuracy
(reported in Fig. 4).

5 Results

The most important results are presented in figures 1–4 and table 3. First, our
best solutions (KNN with PolSentiLex for accuracy on the positive scale of Eth-
nicity collection and SentiStrength with PolSentiLex for all other tasks and
quality metrics) significantly exceed the random baseline, accounting for the
class imbalance. Thus, in terms of accuracy the gain over the random baseline
is 14–51% which is very good for the Russian language. For instance, similar
ROMIP tasks on three-class sentiment classification of news and on consumer
blog posts demonstrated the gain of 5–49% on average [14]. Moreover, our best
solution—PolSentiLex with SentiStrength—has also improved a lot as compared
to our previous result [14]. On the LiveJournal collection, which was used for
testing our lexicon last time, the improvement has been 14% and 13% in terms
of precision and recall, respectively. Comparing performance of our new lexicon
on the Ethnicity collection, from which it was not derived, and the performance
of our old lexicon on LiveJournal collection, from which we did derive it, the new
lexicon is still 3–12% better in both precision and recall on the negative scale
and in recall on the positive scale, although it is slightly worse in precision on
the negative scale.

Table 3. Advantage of PolSentiLex over RuSentiLex using SentiStrength

Fmacro Precision Recall Accuracy

LiveJournal 11% 9% 13% 10%
Ethnicity - negative 8% 4% 11% 0%
Ethnicity - positive 0% 0% 0% 7%

Second, interestingly, rule-based approaches with any lexicons are visibly
better than any ML approaches on all datasets and across all metrics, with
one exception addressed further below. Thus, in terms of Fmacro measure, the
lexicon approaches perform, on average, 11% better than the ML approaches,
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which is a huge difference. It might be attributed to a non-optimal parameter
choice in our ML solutions, however, the two best ML approaches (KNN and
SVM) produce the gain over baseline comparable to that in ROMIP tracks [14].

A look at the exception—namely, the KNN method with PolSentiLex for
the positive scale in terms of general accuracy—reveals a curious result: KNN
solution does not exceed lexicon-based solutions either in precision or recall. A
closer examination of the relevant confusion matrices shows that KNN ascribes
almost all texts to the neutral class producing exceptionally low precision and
recall for the classes +1 and +2, i.e., it often fails to detect positive sentiment.
However, as the non-positive class in the Ethnicity collection is by far larger
than the other two and constitutes 86%, a fair ability of KNN to detect this
class contributes a lot to the overall accuracy (84%). This result is suboptimal for
social scientists who usually aim to detect texts containing non-neutral emotions,
which is what rule-based approaches perform better, albeit at the expense of
neutral class detection. We can assume that lexicon-based approaches might be
better for social science tasks including ours, which is consistent with Thelwall’s
conclusions [31] and with the ROMIP results reported in section 2. This means
that, unlike consumer reviews, politicized social media texts are more diverse,
less structured and are harder to divide into classes, which might make manually
selected words more reliable class indicators than features engineered with ML.

Finally, the most important comparison is that between the two tested lex-
icons (see table 3). The fact that our lexicon outperforms RuSentiLex on the
LiveJournal collection is predictable since this collection was used as a source
for our lexicon, but not for its competitor. A more interesting observation is
that on the two other tasks PolSentiLex is also either better or not worse than
RuSentiLex in terms of all aggregated metrics. This deserves mentioning given
that our lexicon is only 33% the size of RuSentiLex (3,924 words against 11,756).
However, to give a fair treatment to RuSentiLex, we should look into respective
confusion matrices and the distribution of quality metric values over classes.

On the positive scale, PolSentiLex, on average, has no advantage over RuSen-
tiLex in precision, while its recall is higher for the neutral class and lower for
class (+1). The overall recall of PolSentiLex on both sentiment-bearing classes
is about 5% lower than that of RuSentiLex, even though the former has a slight
advantage over the latter in class (+2). Since, as it has been mentioned, predic-
tion of sentiment-bearing classes is a priority for social science tasks, PolSentiLex
cannot be considered clearly better in predicting positive sentiment than RuSen-
tiLex, despite the better overall accuracy of the former.

On the negative scale, with PolSentiLex having some advantage in precision,
it yields a visibly smaller recall for class (−1). However, here the main confusion
of PolSentiLex is not that severe, being between classes (−1) and (−2). It means
that PolSentiLex is not prone for losing negative texts; instead, it tends to over-
estimate negative sentiment by classifying some moderately negative texts as
highly negative. At the same time, PolSentiLex is much better in both precision
and recall on class (−2), and its overall accuracy on the two sentiment-bearing
classes is marginally higher than that of RuSentiLex. We can conclude that the
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two lexicons are similar in quality, especially in precision, and that there is a
trade-off between overall accuracy and the ability to detect sentiment-bearing
classes.
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6 Conclusion

The results suggest that in sentiment analysis of socio-political messages from
Russian-language social media, given the available resources, a social scientist
will be better off with using a rule-based method, such as provided by Sen-
tiStrength package, with either PolSentiLex or RuSentiLex lexicons. With any
of them, a user will not only get a visibly higher quality, but also lower compu-
tational complexity and a much more user-friendly and intuitive method. While
PolSentiLex shows lower recall for moderate classes (moderately positive and
moderately negative texts), it is either better or not worse than RuSentilex in
detection of all other classes, according to all metrics, including those aggre-
gated over all classes. Since PolSentiLex is also much smaller than RuSentiLex,
it might be considered an optimal choice for the time being, although further
improvements are needed.

One of the directions for improvement is to merge the lexicons while giving
priority to PolSentiLex mark-up and re-evaluating the polarity of the remaining
RuSentiLex terms in a socio-political context. Another improvement might be
gained by adding bigrams typical for socio-political texts, starting with those
that contain sentiment words. Next, text mark-up may also be used as a source
for lexicon enrichment: thus, assessors may be asked to mark text fragments
that were most helpful to form their opinion on the text. Finally, both lexicon



14 O. Koltsova et al.

negative positive

nb knn svm

SentiStrength nb knn svm

SentiStrength

0.3

0.4

0.5

M
ea

n 
re

ca
ll

Ethnicity collectionA

integral sentiment score

nb knn svm

SentiStrength

LiveJournal postsB

Lexicon PolSentiLex RuSentiLex

Fig. 3. Recall results: a) the Ethnicity col-
lection, b) the collection of LiveJournal
posts.

negative positive

nb knn svm

SentiStrength nb knn svm

SentiStrength

0.25

0.50

0.75

M
ea

n 
ac

cu
ra

cy

Ethnicity collectionA

integral sentiment score

nb knn svm

SentiStrength

LiveJournal postsB

Lexicon PolSentiLex RuSentiLex

Fig. 4. Accuracy results: a) the Ethnicity
collection, b) the collection of LiveJournal
posts.

might be used as features in more advanced machine learning algorithms such
as neural networks, along with distributed word representations.
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